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ABSTRACT

In this paper subset selection procedures for selecting all treat-

ment populations with means larger than a control population are pro-

posed. The treatments and control are assumed to have a multivariate

normal distribution. Various covariance structures are considered. All

of the proposed procedures are easily implemented using existing tables

of the multivariate normal and multivariate t distributions. Some other

procedures which have been proposed require extensive and unevailable

tables for their implementation.

Key words: Multivariate normal, multivariate t, repeated measures,

P*-condition.
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SELECTING ALL TREATMENTS BETTERS TWA
A CONTROL USING EXISTING TABLES

1. INTRO-DUCT. TON

Let HI,*** ..J.k denote k (k k 1) treatment populations with means

Ul . ,U and let nl0 denote a control population with mean vo It will

be assumed that H 0 t ....%1, have a multivariate normal distribution. Treat-

ment population T1I is said to be better than the co.ntrol if vik o The

goal is to select a subset of the trer'tment populations which contains all

populations which are better than the control. A correct selection (CS) is

the selecti ii of any subset which contains all the treatments which are

better than the control. In this paper, selection procedures are proposed

which insure that the probability of a corzect selection, P IL(CS), is at

l ear't P*, regardless of the tr-ue- value c f it = (uip, ...~ #0 where P* is

a prcassi-ned constant satisfying 0 < * < 1. Th3 requirement that

2 (CS) k p* for all p~ is callei the P*-condizion. The procedures proposed

in this paper are easily im~plemnented since any critical values needed can

Ibe obtained from existing tables of the multivariat-e nornral distribution

(e.g., Gupta, Nagel, and Panchapakesani (14.)3)) and multivariate t distri-

bution (e.g., Krishr.aiah Fa'.1 Arm~itage (1966)).

Paulson (1952) and Vuninet Jl9) w~er,) aiong the first authors to con-

sider treatment versus central .-.1pariron problems. Gupta and Sobel (1958)

introduced the subzet salect.on k'orm.-ulation which is being considered

herein. Recently, Chen (.1980) and Chc:.. and Pickett (1980) have considered

the subset selection formulation for the case of dependent populations.

These authors have pointed out the importance of dependence in repeated

measures designs.
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This work is closely related to Chen (1980). It differs from Chen's

in that some covariance structures are considered which Chen did not

consider. In particular, this paper considers situations in which the

control variance differs from the treatment variance. The selection pro-

cedures in this paper are the same as the procedures proposed by Chen

in those situations when the same model is being considered. But the

procedures are written in a slightly different form. This modified form

has the advantage that existing tables for the multivariate normal and

t distributions can now be used to implement the procedures. Thus, this

work, in addition to proposing new selection procedures, should make some

of Chen's procedures much easier to use. Existing tables can be used to

implement the procedures for a wider range of models than the range of

models for which tables were provided by Chen.

The following notation will be used. Y n, WN(m, p, E) means the random

vector Y has an m-dimensional multivariate normal distribution with mean

vector p and covariance matrix E. t(z) and O(z) denote the distribution and

density function of the standard univariate normal distribution. k(Zl,...,Zk"

denotes the distribution function of the k-variate standard normal distribu-

tion with zero means, unit variances and all correlations equal to P.

Fk,v (t , ... tk; p) denotes the distribution function of the k-variate cen-

tral t distribution with v degrees of freedom and all correlations equal to

p.
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2. KNOWN COVARI ANCE CASE

In this section assume X ' MtN(k + 1, U, V) where X= (XO,...,Xk);

U- (O, ...,Iuk) is unknown but V - (vij; i, j = 0,...,k) is known. Further

assume V has the form V 0  v 2 2 , v v a,00 0 ,PV1 l vkk 'vVOl* Ok

and vij m b for i J j, ij 1 l,...,k. Typically Xi, the observation from

R will be a sample mean as the examples at this section's end illustrate

but for now only the single vector observation X is considered. The k treat-

ment populations are all assumed to have equal variances and covariances

2but the variance of the control, v0 , may be different and the covariance

between the control and a treatment, a, need not equal the covariance between
2=v2"

t,o treatments, b. Chen (1980) only considered the case in which v0 2 v

But in some situations much more data is available on the control than on

the treatments. In these situations, it will usually be the case that

v02 < v2 .v0
2

2.1 Selection Procedure

Procedure RI Include population Hi in the selected subset if and only if

Xi z X 0 clVv 0 2 + v2 - 2a (2.1)

where c1 is chosen to satisfy (2.2).

Theorem 1: For a given P*, if cI is chosen to satisfy

#k(cl,...,cl; p) m P* (2.2)

where p a (v0
2 + b - 2a)/(vo2 * v2 - 2a), then R satisfies the P*-condition.

Proof: This proof is similar to the proof of Theorem I in Chen (1980).

It is included here for completeness.

Fix ja (OP ...,Ph). Let i'1 ...,is denote the subscripts of the B
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populations which are better than te control. Let Z i  ( 0 -X - (IO-Oui))/

V'0'2 + vI-2a, i- l,...,k. Then

P (SJR 1) - P (select ni, j - ,...,)
~lk pp(i V 2  v 2

P(x1  : 0- c + ( 2 a , j I .. B)

- P (Z. s Cl (i - )/ o v.a, - ,...'I(lzij s 1,  j 1..s

a P (Zi  C I

The first inequality is true since 1i > A 0 j
Z• (Zl,..., ) ~~qM(k,O, R) where R= (r13), rll * 1, I * 1,..., k and

rij , i J, ij • l,...,k. By (2.2), PP(Zis Cl, i l,...,k) P*.

Since V was arbitrary, R1 s-.tisfies the P*-condition. I

2.2 Tables for c

The constant cI which depends on k, P*, and p is the value which is

tabulatcd in Table I of Gupta, Nagel and Panchapakesan (1173). The corres-

pondence of notation is N - k, a m I - P* and o where the notation on

the left o-. each equality is the Gupta, Nagel and Panchapakesan notation

and the notation on the right of each equality is the notation of this paper.

This table covers P* a .75, .90, .975 and .99, all k values between 1 and 10

and all even k values between 12 and SO, and 17 different P values between

.1 and .9. This table and interpolation therein sees to be adequate for the

k and P values used in most applications. If other P* values ae used,

Table I! of Gupta (1963) can be used. Here the correspondence of notation

is N - N k, a -. r and the tabled value is P, where again the left side
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of each equality is Gupta'a notation and the right side is the notation

of this paper.

If the value of c for other values of k, P* and p is needed, then

cI can be found by numerical methods as the solution of the equality

.... , /. 0 ((xr" + Cl~ /1 -) d#(x) - P* .1

(see Gupta, Nagel and Panchapakesan (1973)). Solving (2.3) should be more

efficient than solving equation (3.3) of Chen (1980) since (2.3) involves

only a single integral whereas Chen's equation involves a double integral.

2.3 Ex!Mles

In the following examples, some special cases of the general model are

considered. These examples illustrate some of the situations to which the

general model applies. It should be remembered that in all these examples

the procedures can be implemented easily since the constant cI can be obtained

from Table 1 of Gupta, Nagel and Panchapakesan (1973).

Exn 1; Lot Yso o -4 be independent. Y u ?W(k + 1, ., Z) where

E a ( j j - Os...,k), Further assume E has the form a 002 , Oil

akk a a2 , a01 0. k a and a 0 $, for i J, 1,...,k.

Let X be the sample man of 1l,.,.,Yn Then X q, ?IN(k + 1, J V) where
2 2 2 2

VO ao 0/n,V a = /n, a a a/n and b B/n. The procedure R1 becomes select

111 if and only if

X - C1  ()/ (24)

where c1 is determined by (2.2) with p (002 + 0 - 26)/(02 02 - 2a).

The case in which 00 a a a 0 is of special interest. In this case, X0

equals P0 with probability one. That is to say, this is the case in which

the control mean v0 is known. In this case, R1 is select 1i if and only if

X I 0 I PO(2.s)
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where c1 is determined bar (2.2) with p 0 / 2 , the correlation between

any two treatment populations. This procedure is the procedure P1 pro-

posed by Chen (1980) for the u known case.

ExamPle 2: Assume the same model as in Example 1. Assume further that

o0 - o and a a 0. Table I in Chen (1980) was provided for this equal

variance and equal covariance case. Let y a a 2 be the conmon known

correlation. The procedure R1 becomes select Hi if and only if
u1

x I x 0- cla @ ( - y)/n (2.6)

where cI is determined by (2.2) with p a 1/2. Comparing RI with the pro-

cedure P2 proposed by Chen (1980) for this case, they are found to be the

same when the identification d2 . CIi2( - y) is made. d2 is the constant

tabled by Chen. The advantage of writing the procedure in the form (2.6)

is that, whereas Chen required a separate table entry for each value of

Y(o in Chen's notation), only the Gupta, Nagel and Panchapakesan (1973)

table for p a 1/2 is needed to determine c,, regardless of the value of y.

The form (2.6) and the Gupta, Nagel and Panchapakesan table might also be

preferred since this table provides four decimal places for c1 whereas

Chen's Table I provides only two decimal places for d2.

Exaple 3: Procedure R can be used in the situation in which there are

separate samples of different sizes on the control and treatment populations.

It can be used if in addition there is a Joint saMple on the control and

treatment populations. Let 4Y' Y4 be defined as in Example 1. Let A

sit m2 and ma be non-negative integers with I  m 2 + a 3  n. Let r m * m2
r

and s a I  m 3  Let X 0  Z Y /r andl.(Z 1 y. Z Z Yi)I l,,..,k,
jJl r -l



7

The sample size for the joint sample of the treatments and the control is

a V. The sample sizes of the additional samples on the control and the

treatments are m2 and m3 respectively. Then X u M9(k + 1, 1!, V) where
* 2 , o0 21 , v2 a a2/s. a a mla/rs and b a O/s. For this model, RI becomes

select 1t if and only if

X _ Cl /(so0 ro2  2m)/rs (2.7)

2 2 2where c1 is determined by (2.2) with p= (30o * rO - 2mla)/(So 2 + ro 2 2ila).

A case of particular interest is the case m 0. This is the case in

which then is a sample of size m2 from the control population and an inde-

pendent sample of size .3 from the treatment populations. If in addition

the treatment populations are independent, then R reduces to the procedure
I

proposed by Gupta and Sobel (1958) (equation (3.10)) if the identification

is made that d m c1  3 m2 a v where d is a constant defined by

Gupta and Sobel. The Gupta and Sobel procedure may be used when there are

unequal sample sizes on the various treatments, a situation not covered by

the model presented here.
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3. UNKNOWN VARIANCE, KNOWN CORRELATION CASE

In this section the case in which the treatments and control have

a common unknown variance and known correlations is considered.

Let Y,...,YU be independent. Y M "M(k + 1, zo 2R) where . 0,.., k )

and a 2 are unknown but R - (rj; it j O,...,k) is known and has the form

r00 a . . a rkk " . rol ... rk r0 and rij - r for i a J, i, j u 1,...,k.

Let X - (XO,...,Xk) be the sample mean of 1 - Let S a (sij; it j a 0,...,k)

be the usual unbiased sample covariance matrix, i.e.,
n2

s . m ( - xi(Yjm" xj)l(n - 1), it j a 0,...,k. An estimate of a2
al

which will be used is S0
2 . tr(R 1S)/(k + 1). It is known (see Anderson

(195)) that SO2 is independent of X and (k * 1) (n - 1) S02/o2 has a chi

squared distribution with v a (k + 1) (n - 1) degrees of freedom. For

computational purposes, it sh. ,ld be noted that
k k

ds 00 + 2e( E siio) + ( E sii) + 2g( E sij)
tr(R-IS) i i>1

I + (k - l)r - kr0 "

where d a I + (k - 1), , a = -ro, a = (ro -r)/(l - r) and

S(k - I - r02 )r (k - l)ro2 _ (k - l)r(r0  - r)/(l - r).

3.1 Selection Procedure

Procedure R2: Include population i in the selected subset if and only if

Xi kx 0 - c2so f(2- 0ro)/n (3.1)

where c2 is chosen to satisfy (3.2).
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Theorem 2: For a given P*, if C2 is chosen to satisfy

Fk (C2 ,.,c 2 ; p) - P (3.2)

where p u (1 + r - 2r0)/(2 - 2r) and v u (k + 1)(n - 1), then R2 satisfies

the P*-condition.

Prcof: Fix p - (t0O'"',k) and a2 Lot

(Xo - xi -(0 " "i))/ T(2  2ro)/n, i - 1,...,k. Let Ti - zi/so.
Then Z - (ZI,..., Zk) n, MN(k,O,V) where V a (v1,;i, j = l,...,k), vii

i a 1,...,k and v.. a o 2P, i # j, i, j - l...k. and (k + 1)(n - 1) S02/a2

has a chi-squared distribution with v degrees of freedom and is independent

of Z. Thus T a (TI,...,DTk) has a standard central multivariate t distribution

with v degrees of freedom and all the off diagonal elements of the correlation

matrix equal to p. Arguing as in the proof of Theorem 1,

P 2(SIR oi 2i 1,...k)

( .* P*.

Since y and a2 were arbitrary, R2 satisfies the PO-condition. II
3.2 Tables for c2

The constant c2 which depends on k, P*, p and v is the value which is

tabulated in Krishnaiah and Armitage (1966). The correspondence of notation

is p a k, a a I - P*, p a p and n a v where the notation on the left of

each equality is the Krishnaiah and Armitage notation and the notation on

the right of each equality is the notation of this paper. This table coversf P * a .95 and .99, k a 1(1)10, p * 0.0(.1).9 and v a 5(1)35. For larger values

of v, Table I of Gupta, Nagel and Panchapakesan (1973) may be used to approzi-

mate C2 since this normal table corresponds to v ' . (cf. Section 2.2).

Gupta (1963a) provides references to some other partial tables of the

mltivariate t distribution.
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If the value of c2 for other values of k, P*, p and v is needed, it

can be found by numerical methods as the solution of the equality

fo hv(x) 1 0k((x/" + c2x/ )//fW-)*(x) dx dx = (3.3)

where h Cx) is the chi density corresponding to v degrees of freedom for the

chi-squared distribution (see equation (6.7) of Gupta (1963b)). Solving

(3.3) should be more efficient than solving equation (5.3) of Chen (1980) since

(3.3) involves only a double integral whereas Chen's equation involves a

triple integral.

3.3 Example

Example 4: Procedure R2 is the same as the procedure P4 proposed by Chen

(1980) if the identification is made that d4 a c2 V2 - 2r0 where d4 is a

constant defined by Chen. Chen's procedure was proposed for a more general

correlation structure. But the advantage of writing the procedure as R2

is that c2 depends only on r0 and r through p whereas a separate value of

d4 is required for each r0 and r pair. In particular, assume r0 = r. Then

p a 1/2. This is the case for which Table II of Chen is provided. Whereas

Table II requires a separate entry for each value of r (p in Chen's notation),

only the Krishnaiah and Armitage (1966) table for p - 1/2 is needed when

procedure R2 is used. The Krishnaiah and Armitage table also provides per-

centage points for many more values of v than does Table II.

=



4. UNKO VARIANCE. UNKNOWN CORRELATION CASE

In this section the case is considered in which the treatments and

control have a common unknown variance and a common unknown correlation.

Let YI...,Y be defined as in Section 3. Assume r - rO , that is,

the correlation between a treatment and the control is equal to the cor-

relation between two treatments. But now assume r is unknown. This

model might be used in a repeated measures design in which each of the

k + 1 observations in Y are observations on the same individual or experi-

mental unit. Let X be the sample mean of Y..."Y . Each of the variables

X0 - Xi, i - l,...,k, has the variance 2 2(1 - r)/n. Let

S2 n a (Yot " Y i " (X " X1))2 /(n - 1). S12 will be used as an estimate

ial

of 2o (1 - r).

4.1 Selection Procedure

Procedure R3 : Include population 9i in the selected subset if and only if

xi a X0  C3 SI// (4.1)

where c3 is chosen to satisfy (4.2).

Theorem 3: For a given P*, if c3 is chosen to satisfy

Fk, n - 1(c3,.'.,c 3 ; 1/2) a P*, (4.2)

then R3 satisfies the P*-condition.

Proof: Let 2l,...,Uk be defined by Uij - YOJ " Yij i 0 I,...,k;

J - 1,...,St Let W be the sample mean of UI,...,n. Then Wi  X0 - Xi .

2 is the upper left corner element of the sample covariance matrix computed
1

from U no...,Un. Thus S12 is independent of W. The elements of are equally

correlated with correlation equal to 1/2. Using these facts, the proof is

now similar to the proof of Theorem 2. II
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4 The constant c can be obtained from the table of Krishnaiah and3

Armitage (1966) as explained in Section 3.2. Only the p w 1/2 table is

needed to obtain c3. The table of Gupta and Sobel (1957) can also be

used to obtain c . The correspondence of notation is p a k, P* - P*,

v a v and q//2 = c3 where the notation on the left of each equality is

the Gupta and Sobel notation and the notation on the right is the notation

of this paper. This table covers P* - .75, .90 and .975, values not

covered by the Krishnaiah and Armitalg. table.

The use of S12 as an estimate of 2o2(1 - r) is not entirely satisfactory.n

Any of the statistics S 2 E IY - Y - (X - X 2)) /(n - 1),S i=l (oi" Yji 0 (X--Ij ,.,

could be used. 6 12 was chosen arbitrarily. It would be good to combine

the S.2's to get a better estimate. But the S. 2s are not independent so

their sun may not have a chi-squared distribution. If n is large then
k2 S 2  2.S E S k may be used in place of S12 in procedure R3 and c3 may be

approximated by the value in Table 1 of Gupta, Nagel and Panchapakesan (1973).

This is valid since S2 converges to 2a2(1 - r) in probability as n **.
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S. FURTHER COMMENTS

Each of the procedures R1, R2 and R have this form. Include population

n . in the selected shset if and only if
1

xi > x0 - cSE(X0 - Xi )

where c is an appropriate constant and SE(X0 - Xi) is the standard deviation

of X0 - X. or an estimate thereof. This form reduces the number of para-

meters upon which the constant c depends. For example, in Section 2 the

constant c does not depend on the parameter y whereas, if the rule is written

in the form of Chen (1980), the constant does depend on y. Berger and

Gupta (1980) found that the use of the standard deviation of the differences,

X - Xi, had other advantages in a different subset selection problem. This

consideration of the differences as the important variables and use of

their standard deviations may be advantageous in other similar problems.
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